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An alternative to the conventional method of performing the AAPM Report 52 rotational uniformity
and sensitivity test has been developed. In contrast to the conventional method in which a Co-57
sheet source is fastened to the collimator, this new point-source method acquires the images intrin-
sically using a Tc-99m point source placed near the isocenter of gantry rotation. As with the
conventional method, the point-source method acquires 5 X 10° count flood images at four distinct
gantry positions to calculate the maximum sensitivity variation (MSV)—a quantitative metric of
rotational uniformity and sensitivity variation. The point-source method incorporates corrections for
the decay of Tc-99m between acquisitions, the curvature in the image intensity due to variation in
photon flux across the detector from a near-field source, and the source-to-detector distance varia-
tions between views. The raw point-source images were fitted with an analytic function in order to
compute curvature- and distance-corrected images prior to analysis. Five independent MSV mea-
surements were performed using both conventional and point-source methods on a single detector
of a dual-headed SPECT system to estimate the precision of each method. The precision of the
point-source method was further investigated by performing ten independent measurements of
MSYV on six different detectors. Correlation between the MSV calculated by the two methods was
investigated by performing the test on nine different detectors using both methods. Different levels
of sensitivity variations were also simulated on four detectors to generate 40 additional paired
points for correlation analysis. The effect of the total image counts on the MSV estimated with the
new method was evaluated by acquiring image sequences with 5% 10° 10X 10°, and 20X 10°
count images. The MSV calculated using the conventional and point-source methods exhibited a
high degree of correlation and consistency with equivalence. The precision of the point-source
method (0.145%) is lower than the conventional method (0.04%) but sufficient to test MSV. No
statistically significant dependence of MSV with the point-source method on the total image counts
over a range of (5-20) X 10° counts was observed. Curvature correction of the images prior to the
generation of difference images renders images more conducive to qualitative inspection for struc-
tured, nonrandom patterns. The advantages of the new methodology are that multiple detectors of a
gamma camera can be evaluated simultaneously which substantially reduces the time required for
MSYV testing and the reduced risk of accidental damage to the collimators and patient proximity
detection system from having to mount a sheet source on each of the detectors. © 2009 American
Association of Physicists in Medicine. [DOI: 10.1118/1.3125642]
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I. INTRODUCTION

The use of single-photon emission computed tomography
(SPECT) has become widespread since its introduction in the
late 1970s. High-quality and artifact-free SPECT imaging
requires routine performance of quality control procedures.
Acceptance and quality control tests of SPECT systems have
been previously described in the NEMA Standard NU
1-1994 and AAPM Reports 22 and 52."7 One important test
involves an evaluation of the rotational uniformity and sen-
sitivity variation of the SPECT system, because artifact-free
SPECT images require essentially identical uniform and sen-
sitive detector response at all angular views.

One of the main reasons for rotational variability in uni-
formity and sensitivity arises from the fact that the photo-
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multiplier tubes (PMTs) present in the gamma camera detec-
tors exhibit gain variations when their spatial orientations
change with respect to an external magnetic field.* Due to the
use of Anger logic for spatial localization, shifts in PMT gain
could introduce shifts in the calculation of the photon energy
and interaction location. Such effects can be produced by the
Earth’s magnetic field or local magnetic fields present in the
SPECT scanner room. Local magnetic fields could also arise
from the presence of a nearby cyclotron or MRI system or if
the room had been previously exposed to high magnetic field
strengths such that the structural steel might have been mag-
netized. Such situations are becoming increasingly common,
since space in modern clinics is usually scarce and scanner
rooms are periodically remodeled for reuse. Historically,
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manufacturers have incorporated magnetic shielding into
SPECT detector assemblies to minimize such PMT gain
shifts (e.g., wrapping PMTs in u metal). Other sources of
image nonuniformity due to gantry rotation include thermal
gradients within the detector housing and gravitational-
mechanical effects.’

The conventional procedure to evaluate rotational unifor-
mity and sensitivity variation of the SPECT system has been
described in AAPM Report 52 and NEMA NU 1-1994. A
synopsis of the procedure is to mechanically secure a Co-57
sheet source to the detector assembly with collimation and
collect a 5X 10° count, 64 X 64 pixel image with the detec-
tor first at the 0° (or 12 o’clock) position or orientation and
record the acquisition time 7. The image acquisition is re-
peated for time T with the detector at the 90° (3 o’clock),
180° (6 o’clock), 270° (9 o’clock), and 360° (12 o’clock)
positions. The total counts in each of the images at the 90°,
180°, 270°, and 360° positions are calculated and the maxi-
mum (C,,,,) and minimum (C,;,) counts among them is de-
termined. The maximum sensitivity variation (MSV), a
quantitative metric, is calculated as’

MSV(%) = (Cmax - Cmin)/(cmax + Cmin) X 100.

AAPM Report 52 recommends an acceptable camera perfor-
mance criterion for MSV of 0.75% or less. For visual inspec-
tion, the 0° image is subtracted from the 90°, 180°, 270°, and
360° images, and the 90° image is subtracted from the 270°
image. The difference images are then evaluated qualita-
tively for structured, nonrandom patterns. This completes the
evaluation of one detector. The entire test procedure and
analysis are repeated for the second (or third) detector if one
is evaluating a multiple detector SPECT system.

One of the major drawbacks of the AAPM method is that
only a single detector can be evaluated at a time. This leads
to long test times of 1.5-2 h for a modern dual-headed
gamma camera system. The other major drawback is that the
AAPM procedure is somewhat cumbersome and involves
risk of damage to the collimator and patient proximity sensor
while one mounts the source, rotates the gantry, and un-
mounts the source on each of the gamma camera detectors
during testing.

In this work, a new methodology for evaluation of rota-
tional uniformity and sensitivity variation for SPECT sys-
tems is proposed. The new (point-source) method acquires
the required images concurrently on all detectors without
collimation using a Tc-99m point source located near the
isocenter. An analytic function has been derived to describe
the curvature in the signal intensity of the point-source image
including decay and distance corrections. Correlations be-
tween the MSV calculated by the two methods were investi-
gated. The precision of MSV measurements for each of the
methods was calculated. The effect of the total image count
on the MSV was also investigated. A qualitative evaluation
of difference images for structured, nonrandom patterns
without and with curvature correction was also performed.
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Il. MATERIALS AND METHODS

The proposed point-source methodology for the rotational
uniformity and sensitivity variation test acquires the required
images at the 0°, 90°, 180°, 270°, and 360° gantry positions
intrinsically (i.e., without collimation) using a Tc-99m point
source (~5X5X5 mm® cotton ball) of about 90 kBq
(~25 uCi) placed near the isocenter of the SPECT gantry.
As in the conventional method, the image acquisitions with
the detector at the 90°, 180°, 270°, and 360° gantry positions
were for the same duration as the time required for the
5% 10° count 64 X 64 image with the detector at 0°.

A major advantage of the point-source method is that im-
ages from all (usually two) detectors of a SPECT system can
be acquired concurrently, which substantially reduces the to-
tal acquisition time. Nonetheless, there are three concerns to
be addressed prior to MSV calculation using the point-source
methodology: (1) Decay of Tc-99m between image acquisi-
tions at the different positions, (2) image curvature due to
inverse-square (1/R?) variation in photon flux across the de-
tector from a near-field point source and the effective thick-
ness of the crystal at oblique angles of incidence, and (3)
source-to-detector distance variation between the different
gantry positions since the Tc-99m point source is placed only
approximately at the isocenter.

Compensation for the decay of Tc-99m between different
image acquisitions, which leads to loss of image counts, was
performed by calculating the differences between the first
and each subsequent image start time and normalizing the
image counts to the time of the 0° image (z,). The start time
of each image acquisition (z;) was extracted from the DI-
COM header, and the pixel values (counts) in each image
were decay corrected to the time of the first image (7y) using
the scale factor e 2X(i=0/T12 where T, represents the half-
life of Tc-99m (6.017 h).

The remediation of the other two concerns began by first
constructing a mathematical model for the point-source pho-
ton flux as measured by the detector, that takes into consid-
eration the inverse-square (1/R?) variation in photon flux
across the detector from a near-field point source, the dis-
tance of the source from the face of the detector, and the
effective thickness of the crystal at oblique angles of inci-
dence. The Appendix describes the derivation of the point-
source photon flux f (x, yo, D, N, T) for a point source at a
distance D from a detector face, with a crystal thickness 7,
that projects onto the detector plane at location (x,, y,), and
N is the normalization scalar related to the source activity.

To correct for image curvature the raw 64 X 64 pixel im-
ages were first masked using a centrally located 50 X 40 im-
age matrix that defined the useful field of view (or pixels
containing image data). A nonlinear least-squares fit of the
central 50 X40 pixels from each image to the analytic func-
tion f was then performed. After the fit, the raw images were
multiplied by the curvature-correction image (1/f) to yield a
flat-field image, where the pixel with the largest count in the
fitted point-source image f maintained its value in the
curvature-corrected image. To account for small variations in
distance between the point source and detector, a distance-
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correction term, (D/D,)? was applied to normalize the
curvature-corrected image to a common distance for all im-
ages, where D is the distance computed from the fit. The
common distance D was chosen to be 38 cm since the maxi-
mum radius for SPECT rotation was ~38 cm for the SPECT
systems at our institution.

Il.LA. Accuracy of source-to-detector distance estimate
from the point-source image model

Images of a Tc-99m point source were acquired with two
different detectors at four different source-to-detector dis-
tances (nominal distances D=20, 25, 30, and 35 cm). The
true distances from the point source to the detector face were
recorded. The point-source images were fitted to the point-
source image model (Appendix) to estimate the source-to-
detector distances. The mean, standard deviation (SD), and
range of difference values between the true source-to-
detector distance and those estimated from the fit were cal-
culated. The estimated source-to-detector distances were fit-
ted to a linear model to test for equivalency between
estimated and measured values.

I.B. Precision of the MSV calculations

Five independent MSV measurements were performed us-
ing both conventional and point-source methods on a single
detector of a dual-headed SPECT system. The standard de-
viations of the five measurements were used to estimate the
precision of the MSV calculations for each of the two meth-
ods. The experimental setup was completely dismantled be-
fore each subsequent run to get a precision estimate that
included both statistical fluctuations and setup variability. A
two-tailed F test® was used to test the null hypothesis of
equal variances in the two measurement populations. As dis-
cussed in Sec. IV B, the precision of MSV for the conven-
tional method can be derived from error propagation. To get
a better estimate of the precision with the point-source
method, ten MSV measurements were performed on each of
six different [four 9.5 mm (3/8 in.) and two 15.9 mm
(5/8 in.) crystal] detectors. The mean of the six variances
was used to estimate the precision with the point-source
method.

I.C. Correlation between the MSV calculated with the
two methods

The MSV was calculated using measured data from nine
different detectors using both conventional and point-source
methods. Due to the low number of paired points in the
measured data for the correlation analysis, different levels of
sensitivity variation were also simulated on four detectors to
generate 40 additional MSV calculations. The simulation of
different sensitivity variations involved scaling the acquired
image data for one of the views with 0.9, 0.95, 0.98, 0.99,
0.995, 0.999, 1.05, and 1.1 prior to the recalculation of MSV.
Two of the four detectors had additional simulations where
image data were scaled with 1.001, 1.005, 1.01, and 1.02.
The scaling of the image data was performed on images from
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both conventional and point-source methods and the MSV
using identical scale factors on the same detector were then
paired together for the correlation analysis. Agreements in
the MSV calculated with two methods were assessed sepa-
rately for the measured data (9 paired points) and the mea-
sured plus simulated data (49 paired points). The Spearman
rank correlation coefficient’ between the two estimates was
computed to elucidate correlation between MSV calculations
using the two methods. A Bland-Altman plot8 was generated
and analyzed to evaluate bias and confidence in the point-
source method relative to the conventional method.

II.D. Dependence of MSV calculation on total image
counts for the point-source method

AAPM Report 52 suggests a total image count of 5
X 10° for calculation of the MSV. The impact of total image
counts on the MSV estimated with the point-source method-
ology was evaluated by acquiring the required image se-
quences with 5X10%, 10X 10%, and 20X 10° count images
and comparing their respective MSV calculations. The sig-
nificance of MSV difference when using 5 X 10%, 10X 109,
and 20 X 10° count images was statistically evaluated using a
Z test.” This experiment was performed on two different de-
tectors.

lll. RESULTS

lllLA. Accuracy of source-to-detector distance
estimate from the point-source image model

The source-to-detector distances computed using the fit to
the point-source images were found to be slightly greater
than the true distances. The mean and standard deviation of
difference values between the true source-to-detector dis-
tance and those estimated from the fit were 1.4 and 0.3 cm,
respectively. The difference values ranged from 1.0 to 1.8
cm. The true source-to-detector distances are plotted against
the distances computed using the point-source model fit in
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FiG. 1. The source-to-detector distances estimated from the curvature-
correction fit to the point-source image plotted against the true distances at
four different distances for two different detectors.
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TaBLE I. The five separate and independent measurements of the maximum
sensitivity variation (MSV%) for the same detector using both point-source
and the conventional methods together with their mean values, SD, and
coefficient of variation (COV).

Method Point source Conventional
Sample 1 0.58 0.12
Sample 2 0.49 0.08
Sample 3 0.30 0.13
Sample 4 0.79 0.18
Sample 5 0.36 0.07
Mean 0.50 0.12
SD 0.19 0.04
COV 0.38 0.38

Fig. 1. A least-squares fit of the data to a straight line yielded
a slope of 1.02*=0.02 and a constant of 0.81 £0.51 cm.

IIl.B. Precision of the MSV calculations

The five separate and independent measurements of MSV
using both conventional and point-source methods on a
single detector of a dual-headed SPECT system are shown in
Table 1. The mean MSVs for conventional and point-source
methods were computed to be 0.12 and 0.50, respectively,
with similar coefficients of variation for the two methods
(38%). The precision (o) of the conventional and point-
source methods were measured to be 0.04 and 0.19, respec-
tively.

The ten measurements of MSV for six different detectors
[A-D: 9.5 mm (3/8 in.) crystal; E-F: 15.9 mm (5/8 in.)
crystals] using the point-source method are shown in Table
II. The MSV values for all 60 measurements ranged from a
minimum of 0.15 to a maximum of 0.91. The coefficients of
variation ranged from 21% to 42% and the measured vari-
ance ranged from 0.01 to 0.03. The square root of the mean
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variance for six detectors was considered to be the precision
for the point-source method (=0.145%). The precision of the
conventional method (0=0.04%) was found to be statisti-
cally superior to that of the point-source method (o
=0.145%), since the two-tailed F test rejected the null hy-
pothesis of equal variances in the two populations at >98%
confidence level (p<0.02).

lIl.C. Correlation between the MSV calculated with the
two methods

The MSV calculated using conventional and point-source
methods for the nine detectors are plotted in Fig. 2(a) with
error bars corresponding to the precision values calculated
for each method from Sec. III B. A perfect agreement be-
tween the two methods for the nine detectors was not ob-
served since the data do not lie along the line of equality. In
addition, there appeared to be no obvious correlation, linear
or otherwise, between MSV calculated with the two meth-
ods. The Spearman rank correlation coefficient between the
two estimates was 0.10, which is statistically consistent with
no correlation (p>0.50) between them.

The simulated MSV calculations using conventional and
point-source methods for the measured data combined with
simulated data are shown in Fig. 2(b). The cluster of points
near ~2.5 and ~5 correspond to simulated sensitivity varia-
tion scale factors of 0.95 or 1.05 and 0.9 or 1.1, respectively.
A high degree of correlation was observed between the two
methods as shown in Fig. 2(b). The Spearman rank correla-
tion coefficient between the two estimates was 0.93, which is
consistent with a (linear) correlation with >99.99% confi-
dence level. In addition, a least-squares fit of a straight line
to the data yielded a constant of 0.15*0.04 and slope of
0.981=0.015. The deviation of the fitted slope value from
unity was not statistically significant (<95% confidence
level). In fact, a straight line with slope unity was also

TABLE II. The ten measurements of the maximum sensitivity variation (MSV%) for six different detectors
[A-D: 9.5 mm (3/8 in.) crystal; E-F: 15.9 mm (5/8 in.) crystals] using the point-source method together with
their mean values, SD, COV, variance, minimum, and maximum values.

Detector A B C D E F

Sample 1 0.50 0.33 0.48 0.71 0.39 0.51
Sample 2 0.90 0.49 0.19 0.43 0.64 0.75
Sample 3 0.59 0.44 0.18 0.29 0.56 0.33
Sample 4 0.80 0.28 0.46 0.34 0.26 0.21
Sample 5 0.48 0.33 0.28 0.40 0.36 0.48
Sample 6 0.43 0.33 0.32 0.19 0.36 0.48
Sample 7 0.69 0.40 0.36 0.38 0.15 0.48
Sample 8 0.91 0.49 0.31 0.59 0.62 0.37
Sample 9 0.57 0.30 0.56 0.49 0.49 0.56
Sample 10 0.52 0.35 0.44 0.51 0.22 0.50
Mean 0.64 0.37 0.36 0.43 0.40 0.47
SD 0.18 0.08 0.13 0.15 0.17 0.14
Cov 0.28 0.21 0.36 0.35 0.42 0.31
Variance 0.03 0.01 0.02 0.02 0.03 0.02
Maximum 0.91 0.49 0.56 0.71 0.64 0.75
Minimum 0.43 0.28 0.18 0.19 0.15 0.21
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FIiG. 2. The maximum sensitivity variation calculated with the point-source
method plotted against that for the conventional method. The error bars
shown are the precision estimates for each of the two methods (Sec. III C
and Table I). (a) Paired points for the measured data from nine different
detectors. The dashed line plotted is the line of equality with slope of unity
and intercept of zero. (b) Paired points for the measured data combined with
simulated data. The dashed line plotted is the fit of the data to a straight line.

deemed to be an acceptable description of the data (reduced
chi-squared value of 0.52) that yielded a constant value of
0.12%0.03. Therefore, inclusion of simulated data suggested
good agreement of MSV between the conventional and
point-source methods.

Figure 3 shows the Bland-Altman plot for the MSV cal-
culation using the two methods for the measured data com-
bined with the simulated data, with the mean of the two
measurements as the abscissa and the difference between
them as the ordinate. The difference in MSV did not trend
with the average MSV. The mean and standard deviation of
the differences are 0.12% and 0.14%, respectively. The mean
difference could be interpreted as an estimate of the bias for
MSYV calculations with the point-source method. With a stan-
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FiG. 3. A Bland-Altman plot of agreement in MSV calculated with both
point-source and conventional methods. The graph plots the mean of the two
measurements as the abscissa and the difference between them (point-source
minus conventional) as the ordinate. The data plotted include MSV for the
nine detectors (identified by square boxes) and the simulated data. The mean
difference (bias) in the point-source method and the 2 SD limits are also
indicated.

dard error (=\o?/n) in the mean difference of 0.02% and 48
degrees of freedom, the 95% confidence interval for the bias
is 0.08%-0.16%.

ll.D. Dependence of MSV calculation on total image
counts for the point-source method

The MSV calculated with the point-source method by us-
ing image sequences with 5% 10°, 10X 10°, and 20X 10°
count images are shown in Table III for two different detec-
tors. For detector A the lowest MSV was calculated for the
10X 10° count images, whereas for detector B the lowest
MSYV was calculated for the 5 X 10° count images. The range
of MSV with higher image counts was smaller than or simi-
lar to the precision of the MSV with 5X 10° count images.
Therefore, a consistent trend was not inferred for the point-
source method MSV calculation as a function of the total
image count. According to the Z test, a difference in MSV
with >95% confidence will be realized only for MSV differ-
ences greater than 1.96 X 0.145% =0.28%, assuming that the
precision of 0.145% for MSV measured with a point-source
method is independent of the total image counts. The mea-
sured range of MSV calculated for total image counts of 5

TABLE III. The maximum sensitivity variation (MSV%) for two different
detectors (A and B) with the point-source method using image sequences
with 5 10°, 10X 10°, and 20 X 10° counts per image. The SD and range of
MSV calculated are also shown.

Detector A B

5 10° counts 0.43 0.15
10X 10° counts 0.24 0.22
20X 10° counts 0.29 0.21
SD 0.10 0.04
Range 0.19 0.07
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X 10%, 10X 10%, and 20X 10° counts was 0.07%-0.19%
(which is <0.28%). Therefore, a statistically significant de-
pendence of MSV on total image counts over a range of
(5-20) X 10° counts was not inferred.

IV. DISCUSSION

IV.A. Accuracy of source-to-detector distance
estimate from the point-source image model

The point-source image model estimates D as the distance
from the point source to the best estimate of the effective
image plane. The measured value D reflects the distance
from the point source to the surface of the detector assembly.
The measured D does not account for the thicknesses of the
aluminum cover or the coating of reflective material over the
detector face that are part of the hermetic seal for Nal(TI)
crystals. In addition, the mean depth of interaction of about
0.26 cm at 140 keV for Nal crystals suggests that the effec-
tive image plane lies that distance below the surface of the
crystal. These three factors help explain the larger estimates
for D using the point-source image fit compared to the mea-
sured D values. Accounting for a difference of 0.26 cm in the
least-squares fit of the data (Fig. 1) results in a constant value
of 0.55*+0.51 cm. Using the Z test, the remaining constant
value of 0.55 cm is not statistically significant (p=0.28).
Therefore, the estimated source-to-detector distance from the
fit can be considered to be statistically equivalent to the ex-
pected value. The variability in MSV due to the small uncer-
tainty of the source-to-detector distance (~0.5 cm) has been
accounted for in the MSV precision measurements for the
point-source method (Sec. III B).

IV.B. Precision of the MSV calculations

The one o statistical uncertainty for MSV, oy, esti-
mated by error propagation yields the expression oygy
=1/ (\6‘ Timage)» Where 00, the uncertainty in total counts
for a single image, was assumed to follow Poisson statistics.
This corresponds to an uncertainty of 0.032% using 5 X 10°
count images that is in good agreement with the measured
precision of 0.04% for the conventional method. The 0.04%
precision for the conventional method and the 0.75% pass
limit (as recommended by AAPM Report 52) implies a mea-
sured MSV pass limit, at the 95% confidence level, of
0.75%+2X0.04% =0.83%. The lower precision of the
point-source method (0.145%) leads to a higher measured
MSV pass limit of 0.75%+2 X 0.145%=1.03%, at the 95%
confidence level.

The difference in precision may be partially attributed to
the difference in counts per pixel for images acquired using
the two methods. Compared to the average counts per pixel
from a conventional (sheet source) 5 X 10° count image, ap-
proximately 35% of the pixels (or 700 out of 2000 pixels) in
the point-source image have lower counts per pixel, and
therefore those pixel values exhibit higher relative uncer-
tainty. The lower counts per pixel observed in the point-
source images occur at pixel locations away from the central
axis due to inverse-square variation in photon flux for a near-

Medical Physics, Vol. 36, No. 6, June 2009

field point source. A known feature of flat-field correction
algorithms is that while they increase the value of low pixel
counts, they also magnify the noise contribution from those
pixels such that the image noise after flat-field correction is
larger than the expected Poisson noise. The two additional
corrections (Sec. II) applied to the raw point-source images
may also contribute to the overall uncertainty in flat-field
corrected total image counts. Therefore, the lower precision
in MSV for the point-source method was not unexpected.

IV.C. Correlation between the MSV calculated with the
two methods

The apparent lack of an obvious correlation between
MSYV calculated using the two methods using measured data
from nine detectors does not appear unreasonable due to the
narrow range of MSV measured and the fact that the mea-
sured population variance for each method was similar in
magnitude to the precision of the MSV measurement. There-
fore the observed scatter may predominantly arise due to
random variations rather than lack of correlation between the
methods. However, the inclusion of simulated data in the
correlation analysis, which generated a larger range of MSV
values, suggested a high degree of linear correlation between
the two methods that was consistent with equivalence. The
Bland-Altman plot of agreement in MSV between point-
source and conventional methods suggested a possible bias
of +0.12% for the point-source method. However, with a
measured precision of 0.145% for the point-source method
the magnitude of the bias is not statistically significant. The
generation of large MSV values where images at a given
view were acquired for different times, rather than just ap-
plying scale factors to a single image, proved difficult be-
cause the scan durations could not be set accurately enough
to ensure matched pairs of simulated MSV values between
conventional and point-source methods.

IV.D. Qualitative assessment of curvature-corrected
images

Figure 4 demonstrates curvature correction of a near-field
point-source image. The uncorrected raw image that displays
substantial gradients or curvature across the image is shown
in Fig. 4(a). The corresponding curvature-corrected image
generated after fitting the image to the point-source image
model (Appendix) is shown in Fig. 4(b). The peak count
value in the point-source image was maintained in the
curvature-corrected image as illustrated by the center profiles
through the raw and the curvature-corrected images, see Fig.
4(c).

Small mechanical offsets in detector alignment and/or ori-
entation with respect to the point source may offset the im-
age peak location and/or create different fall-off gradients in
different parts of the image depending on the tilt angle of the
detector face with respect to the point source. Subtraction of
counts between such offset images can result in gross artifact
patterns that make visualization of subtle variations in detec-
tor uniformity or response an extremely difficult task. Figure
5 shows the difference images (0° image subtracted from the
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FIG. 4. A demonstration of the curvature-correction algorithm for a near-field point-source image as developed in the Appendix: (a) The uncorrected raw
image, (b) the corresponding curvature-corrected image generated after fitting the image to the point-source image model, and (c) the center profiles through

the raw and the curvature-corrected images.

90°, 180°, 270°, and 360° images) for two mechanically mis-
aligned detectors using the point-source method. Figures 5(a)
and 5(c) show the difference images for two different detec-
tors where the original point-source images were not curva-
ture corrected prior to subtraction, whereas Figs. 5(b) and
5(d) show the difference images where the original point-
source images were curvature corrected prior to subtraction.
Curvature correction of the point-source images prior to the
generation of difference images largely removes the gross
variations due to mechanical misalignment and renders the
images more conducive to qualitative (visual) inspection for
structured, nonrandom patterns representative of true varia-
tion in detector response as a function of gantry rotation
angle (i.e., not due to the differences in the projection of a
near-field point source onto detectors that may not have par-
allel faces). Note that neither detector has any real artifacts
that should be seen.

IV.E. Advantages of the point-source method
compared to the conventional method

Using a Co-57 sheet source with an activity of 300 MBq
(~8 mCi) attached about 2.5 cm from the surface of the
detector fitted with low-energy high-resolution collimators
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resulted in an acquisition time of about 8—10 min per image.
The five images required per detector for MSV calculations
thus amounts to approximately 40-50 min of data acquisition
per detector. The total acquisition time, including attachment
and removal of the sheet source, could take around 2 h for a
dual-headed gamma camera. In contrast, using a Tc-99m
point source with an activity of 90 kBq (~25 uCi) located
near the gantry isocenter without collimation results in an
acquisition time of about 2-3 min per image. The five im-
ages required per detector amount to approximately 10-15
min of data acquisition per detector. Since multiple detectors
are acquired simultaneously with the proposed method, the
total acquisition time for a dual-headed gamma camera, in-
cluding initial setup of the point source, is only around
15-20 min.

One of the disadvantages of the point-source method, that
is, however, not inherent to the methodology itself, is that
tools and software programs for the postprocessing of the
acquired images to correct for decay, distance, and, most
importantly, curvature are not readily available on commer-
cial gamma camera systems or processing computers. An-
other concern is that problems in the collimator, such as a
loose core that shifts as a detector rotates, cannot be detected
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(d) Detector B: Curvature correction ON

FiG. 5. A demonstration of the use of curvature-corrected images for the qualitative inspection of structured, nonrandom patterns in subtracted images from
two detectors. Note that neither detector has any real artifacts that should be seen. The differences (0° image subtracted from the 90°, 180°, 270°, and 360°
images) for the point-source method are shown: [(a) and (c)] Without curvature correction prior to subtraction and [(b) and (d)] with curvature correction prior

to subtraction.

by this new method. However, the authors’ anecdotal expe-
rience is that when the system fails the MSV test, it is usu-
ally for intrinsic reasons, such as inadequate shielding from
ambient magnetic fields.

V. CONCLUSION

In this work, an alternate methodology for evaluation of
rotational uniformity and sensitivity variation for SPECT
systems was successfully developed. This method acquires
images concurrently on all detectors without collimation us-
ing a Tc-99m point source located near the isocenter. Prior to
analysis, the intrinsic point-source images were corrected for
(1) decay of Tc-99m between image acquisitions, (2) image
curvature due to inverse-square variation in photon flux
across the detector from a near-field point source and the
effective thickness of the crystal at oblique angles of inci-
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dence, and (3) source-to-detector distance variation at differ-
ent gantry positions since the point source is placed only
approximately at the isocenter. Curvature correction was
achieved by fitting each point-source image to an analytic
function that was derived to describe the curvature in the
signal intensity of the point-source image. Use of the
curvature-correction fit to determine source-to-detector dis-
tance was validated. The MSV calculated using conventional
and point-source methods exhibited a high degree of corre-
lation and consistency with equivalence. The precision of the
point-source method (0.145%) was lower than the conven-
tional method (0.04%) but sufficient to test MSV. The AAPM
Report 52 recommended MSV pass criterion, at the 95%
confidence level, corresponds to =0.83% and =1.03% for
the conventional and point-source methods, respectively. No
statistically significant dependence of MSV with the point-
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source method on the total image counts over a range of
(5-20) X 10° count was observed. Curvature correction of
the images prior to the generation of difference images ren-
ders images more conducive to qualitative inspection for
structured, nonrandom patterns. The major advantages of the
new point-source method are as follows: (1) All detectors of
a multiple detector gamma camera can be evaluated simulta-
neously, which substantially reduces the time required for
rotational uniformity testing, (2) MSV estimates are insensi-
tive to exact setup since the analytic fit of the image accounts
for the distance and the noncentered source placement, and
(3) there is reduced risk of accidental damage to the collima-
tors and patient proximity detection system.

APPENDIX: DERIVATION OF THE POINT-SOURCE
IMAGE MODEL

The photon flux from a point source incident on a detector
follows the distribution of solid angle subtended by the de-
tector. The solid angle () subtended by a surface S is defined
as the area of the surface’s projection onto a unit sphere. In
general, the solid angle can be written as

A'dA
Q:ffdﬂszn 2a’
s s r

where 7 is a unit vector from the origin, da is the differential
area of surface S, and r is the distance from the origin to the
location of da. To explicitly compute the point-source image
function, consider the distribution of solid angle d{) sub-
tended by a rectangle at distance D and centered on the ori-
gin. The solid angle d{) can be rewritten in Cartesian coor-
dinates using

(A1)

i-da=cos(6)-dx-dy and rP=x>+y*+D?,  (A2)
where
D D
COS(G) = — = :
ro\+y e D?
Substitution of Eq. (A2) in Eq. (A1) yields
D-dx-d
dQ = L ey (A3)

(2+y2+ D)2

Therefore, the distribution of solid angle (f,) subtended by

the detector at distance D with the point source P projecting

onto the detector plane at location (x,,y,), as shown in Fig.

6, is given by

D 1

oL« — .

(x=x0)*+(y—yo)*+D?**  D?

fa= (Ad)
The function f, describes the photon fluence incident on the
detector surface. We next account for the different path
lengths, and therefore variable photon absorption, through
the scintillator for photons at oblique angles. If d is the path
length of photon through the scintillator intersecting at
R(x,y) and T is the thickness of the scintillator, then using
properties of similar triangles between POR and RO'R’ (see
Fig. 6), we get PR/PO=RR'/RO’'. But PO=D, RR'=d,
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FiG. 6. A schematic of the point-source imaging geometry for the proposed
point-source methodology for testing rotational uniformity and sensitivity
variations. Distances and variables shown are discussed at depth in the Ap-
pendix. The distances are not shown to scale but adjusted for clarity (e.g.,
D>T).

RO'=T, and PR*=PO’+OR?>=D?+(x—x,)>+(y—y,)?, yield-
ing

(x—xo)2+(y—yo)2>”2' (AS)

d=T-<1+ 02

The photon fluence f measured by the detector can be ex-
pressed by combining Egs. (A4) and (A5) as

1—e D
o 1= |

1—e" (x=x0)*+ (y —yo)*+ D?)*?

(A6)

where the differential transmission across the detector due to
photon attenuation by the scintillator is given by the term in
the square bracket and N is a normalization scalar related to
the source activity.
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